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Materials Performance Optimization (MPO) 
 
Chris Stanek (MST-8)  
 
 
 



Thermal conductivity (κ) of NiFe2O4 

•  DFT calculations were used for interrogating 
the thermal diffusivity and heat capacity at the 
Curie temperature as well as the variation 
between samples due to slightly different 
synthesis conditions.  

•  Calculations show that the sample variation 
are related to non-stoichiometry. 

Thermal diffusivity (α) and 
conductivity (κ) of NiFe2O4  

Variation in thermal diffusivity between 
samples at the Curie temperature 



Thermal Hydraulics Methods (THM) 
 
Mark Christon (CCS-2) 



 
CASL Usage of Turquoise Clusters 

• Conejo, Mapache, Pinto and Mustang have been important 
computational resource for the thermal hydraulics methods 
(THM) development efforts 
–  Used for CASL THM Milestones: 5 – L3, 3 – L2, 1 – L1  (L1 & L2 DOE reportable) 

•  s11_casl usage from 1/1/2013 – 1/1/2014 
–  3.35 Million cpu-hours used in 2011 (2.7% Utilization) 
–  18.58 Million cpu-hours used in 2012 
–  5.91 Million cpu-hours used in 2013 

 
Machine 

Hours  
Used 

Percent 
Used 

conejo 3,392,262.5 9.3% 
mapache 926,131.0 3.0% 

pinto 1,140,217.8 6.3% 
mustang 450,875.4 0.4% 



Impact on CASL Hydra-TH milestones 
•  Turquoise machines used for L1, L2 DOE reportable milestones, and 

supporting L3 milestones 
–  Mesh scaling up to ~200 Million cells, two-phase flows 

•  Fully-implicit projection, RNG k-e model, Re ~ 4.0 x 105, qw = 106 W/m2 

•  MultiPhase Flow – Complex Geometry, Reactor Flow Conditions 

IC: VF1, VF2 = 50% 192 Million element mesh 



Publications 

•  Selected Publications 
–  CFD turbulence force calculations and grid-to-rod fretting simulation, R.Y. Lu, Z. Karoutas, M.A. Christon, J. 

Bakosi and L. Pritchett-Sheats, CASL-I-2012-0165-000, Consortium for Advanced Simulation of LWRs, Oak 
Ridge, Tennessee, Dec. 2012. 

–  Hydra-TH advanced capabilities, J. Bakosi, M.A. Christon, L.A. Pritchett-Sheats, and R.R. Nourgaliev, LA-
UR-13-20572. 

–  Solution Algorithms for Multi-Fluid-Flow Averaged Equations, R. R. Nourgaliev, M. A. Christon, INL/
EXT-12-27187. 

–  Large-Eddy Simulations of Turbulent Flow for Grid-to-Rod Fretting in Nuclear Reactors, J. Bakosi, M. A. 
Christon, R. B. Lowrie, L. A. Pritchett-Sheats, R. R. Nourgaliev, submitted to Nuclear Engineering and Design, 
V. 262, pp 544-561, 2013. 

–  Application of Hydra-TH, the CASL T-H code, for computing nuclear reactor spacer grids, E.L. Popov, M.A. 
Christon, and J. Bakosi, 2014 ANS Annual Meeting, Reno, NV, June, 2014. 
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Presentations 

•  Selected Presentations 
–  Thermal Hydraulics Methods Focus Area, M. A. Christon, E. 

Balgietto, CASL Science/Industry Council Meeting, ORNL, Sept. 
10-11, 2013. 

–  Overview of Thermal Hydraulics and Hydra-TH Capabilities, M. A. 
Christon, PWROG Meeting, Westinghouse Electric Co., Cranberry, 
PA, Dec. 3, 2013. 

–  Overview of Thermal Hydraulics Focus Area, M. A. Christon, CASL-
NEAMS Technical Exchange, Argonne National Laboratory, April 22, 
2013. 

–  Projection (Based) Methods for Industrial Single and Multi-Phase 
Flows, M. A. Christon, J. Bakosi, R. R. Nourgaliev, R. B. Lowrie, L. A. 
Pritchett-Sheats, MIT, Applied Computational Fluid Dynamics and 
Heat Transfer Lecture Series, March 19, 2013 (Invited). 
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Observations & Concerns 

•  Slight downturn in use of resources for 2013, but 
anticipate increased use for 2014 as complete 
multiphase capabilities are rolled out 

•  ParaView support has improved slightly, but still 
relies heavily on views project for builds 

•  Desirable to have better support of ParaView on 
Turquoise machines 
–  Large-scale problems require running ParaView on the clusters 

•  Desirable to open access to post testing results on 
Hydra/Hydra-TH to Hydra dashboard(s) in the 
future 
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Verification and Uncertainty Quantification 
(VUQ) 
 
Brian Williams (CCS-6)  
 
 
 



Deployment of VUQ Tools 

Demonstrate solution verification and model calibration tools  

Zang, Street, and Koseff (1993) 
Lid-Driven Cavity 

Large-eddy simulation of a lid-driven cavity 
flow at Reynolds number of 10,000 
•  Hydra-TH used for calculations 
•  Smagorinsky (SSGS) and WALE turbulence 

models 
•  Percept used to demonstrate solution 

verification 
•  Dakota-QUESO-GPMSA used to 

demonstrate surrogate-based model 
calibration 

Smagorinsky (SSGS) 
Parameter Nominal Minimum Maximum 

Cs 0.18 0 0.36 
Prandtl 0.8889 0.8 1 
Schmidt 1 0.5 1.5 

the modified Leonard term, L& can provide energy back- 
scatter to the resolved scales. Comparing with DSM, we 
notice that by introducing the term L$ in (9) the numer- 
ator of C has an extra term “-Xij.” Because of the sim- 
ilarity between ~i~ and Zi,, we expect that the magni- 
tude of C will be smaller than that from DSM. As a result, 
DMM will reduce the excessive backscatter represented by 
C which causes the aforementioned numerical instability. 
Finally, the model does not require alignment of the prin- 
cipal axes of the SGS stress tensor rij and the resolved 
strain rate tensor ~ij. 

To discretize the grid-scale and the test-scale filters, we 
employ the box filter in physical space with the trapezoidal 
rule and linear interpolation (Appendix A). The length 
scale of the grid filter is equal to the grid size and the 
length scale of the test filter is twice of that (Fig. 1) re- 
sulting in an (Y of 2. This value of (Y was the optimal choice 
in the simulation of a turbulent channel flow.” 

The box filter provides the necessary overlap between 
the resolved and the subgrid scales. When a sharp Fourier- 
space cutoff filter is used, however, the modified Leonard 
term, L& represents only the SGS motion, and thus, has to 
be modeled. As a result, (9) reduces to ( 1). In addition, 
the modified Leonard term for the test-scale filter, L& 
becomes identical to the resolved stress Zij. If L,$ is 
dropped from the right-hand side (rhs) of (20) based on 
the assumption that the models at the grid and the test 
scales are the same, then DMM reduces exactly to DSM. 
On the other hand, if L; is retained, it cancels out the 
resolved stress when the models are substituted into (7) 
and the result is that C vanishes. This difficulty arises be- 
cause the sharp cutoff filter does not allow an overlap range 
between the resolved and the subgrid scales as do the 
Gaussian or box filters. One way to overcome it is to use 
two different cutoff filters to define the transfer field.2’ In a 
finite volume or finite difference method such as the 
present one, this difficulty does not appear because the box 
filter in physical space is usually employed. 

In most of the previous work using the dynamic model, 
the flows under investigation have one or more homoge- 
neous directions in which averaging could be 
employed.‘1*‘3 For wall-bounded flows in complex geome- 
tries, there is usually no homogeneous direction. In the 
present work, after the model coefficient C is computed 
from (26), it is averaged locally in space within the test- 
filtering volume with a stencil of three grid points in each 
direction. The use of local averaging alone is, however, not 
enough to prevent solutions from blowing up because the 
eddy viscosity yz- computed from (2) using the locally 
averaged C could be negative and have a magnitude larger 
than the molecular viscosity Y. The result is that the total 
viscosity or the total diffusivity is negative which, if this 
condition persists, will lead to an exponentially growing 
unstable solution. In order to guarantee that this does not 
happen, we set the total viscosity Y+Y~ to be zero when- 
ever it ‘becomes negative. However, for the cases computed 
in this work, the cutoff does not affect the flow significantly 
as the magnitude of the negative -v~ is larger than Y only at 
a very few grid points in a very localized region near the 
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Downstream wall 

Upstream 
Wall 

Side-wall 

FIG. 2. Geometry and boundary condition of the lid-driven cavity flow. 

upper right corner of the cavity. The use of DMM signif- 
icantly reduces the number of grid points at which the 
cutoff is applied compared with DSM. Nevertheless, it re- 
mains desirable to have a more elegant way to prevent the 
numerical instability due to the occurrence of the negative 
total viscosity. A method based on the variational principle 
proposed by Ghosal et al.26 or a model which represents 
SGS backscatter using a formulation other than an eddy 
viscosity (e.g., Leith27) are promising directions to ex- 
plore. 

Ill. RESULTS AND DISCUSSION 

We computed lid-driven flows in a three-dimensional 
cavity and compared the simulation results with the exper- 
imental data of Prasad and Koself.28 A schematic of the 
cavity together with the notations are given in Fig. 2. 
Three cases were considered with different Reynolds num- 
bers and aspect ratios; the parameters and the grid resolu- 
tion are given in Table I. The Reynolds number is based on 
the lid velocity UB and the cavity length B. Past 
experiments 28Y29 have shown that at Reynolds numbers 
lower than 5000, the flow is essentially laminar although 
inherent unsteadiness may occur. At Reynolds numbers 
higher than about 6000, flow becomes unstable near the 
downstream eddy. As the Reynolds number further in- 
creases, flow becomes increasingly turbulent near walls, 
and at Reynolds numbers higher than 10 000, the flow near 
the downstream eddy becomes fully turbulent. Therefore 
the three cases considered in the present work are in the 
laminar, transitional, and locally turbulent regimes, respec- 
tively. 

The computational grid is nonuniform in the stream- 
wise (x) and vertical (y) directions, but is spanwise uni- 

TABLE I. Parameters of the cases run in the present study. 

Case Re= U,B/v 
Aspect ratios 

B:D:H 
Grid points 

kY,d 
Ax&B, 
Ay,,JB 

1 3 200 1:l:l (32,32,32) 1x10-2 
2 7 500 1:1:0.5 (64,64,32) 1 x 10-2 
3 10 ooo 1:1:0.5 (64,64,32) 5x 1o-3 
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WALE 
Parameter Nominal Minimum Maximum 

Cw 0.5 0 0.6 
Prandtl 0.8889 0.8 1 
Schmidt 1 0.5 1.5 



Solution Verification 

FY14:  A Dakota/Percept interface is under development   

Percept is a software package that provides tools for code and solution 
verification 
In this study… 
•  Produce a uniformly refined sequence of grids 
•  Extrapolate the figure of merit (FOM) values as mesh size approaches zero 

•  Mean velocity and Reynolds stress tensor 
•  Compute convergence rates of these FOMs with respect to mesh size 



Convergence Analysis 

Percept uses the L2 norm to assess convergence 

SSGS mean velocity profiles  SSGS Reynolds stress tensor profiles  



Probabilistic Model Calibration 

FY14:  Verified probabilistic model calibration capability 

Dakota is a software package that provides a unifying framework for 
optimization, sensitivity analysis, surrogate modeling, and uncertainty 
quantification (UQ) 
QUESO provides sampling tools for exploring the probability distribution of 
uncertain model parameters that is consistent with experimental data and its 
errors 
GPMSA implements a particular surrogate-based calibration methodology 
•  FY13:  Most GPMSA functionality interfaced with QUESO 
•  FY14:  Dakota-QUESO interface completed 
In this study… 
•  Dakota manages and processes results from multiple Hydra-TH runs 

•  Generate 50-run Latin hypercube samples of SSGS/WALE parameters 
•  Create Hydra-TH input decks for each run and a job list for user submittal 
•  Extract FOMs from each Hydra-TH run via ParaView script 

•  QUESO-GPMSA produces calibrated parameter samples for UQ studies 



Calibration of SSGS Turbulence 
Parameters 

Probabilistic calibration provides basis for FOM UQ studies 

Hydra-TH calculations 
of mean velocities (yellow) 

and experimental data (blue) 
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Calibrated predictions 
(magenta) and nominal 

calculation (green) 
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Looking Forward:  FY15 and Beyond 
•  FY14:  Mini-PIRTs conducted on challenge problems to provide subject 

matter input on important physics models, experimental data, and figures of 
merit 
–  Progression problem 6, CIPS, PCI 
–  RIA and LOCA up next 

•  Tailor “generic” VUQ plan (FY14 milestone) to each challenge problem 
–  Appendix to challenge problem charters 

•  FY15:  Full implementation of probabilistic model calibration capability 
–  Complete implementation of GPMSA in QUESO 
–  Complete verification tests of sampling algorithms in QUESO 
–  Complete Dakota-QUESO interface 

•  FY15:  Demonstrate dimension reduction capability for large input spaces 
–  Hybrid sampling methods for ESM dimension reduction and probabilistic calibration 
 

VUQ efforts are expanding to coupled codes and multiple data sources 


